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Signed Graph

G � (V ,E , s):
(V ,E) is an undirected graph,
s : E → {+,−} is a function that assigns a sign to each edge in E.

E−: set of negative edges.
E+: set of positive edges.
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Structural Balance
[Heider, 1946]:

People strive for cognitive balance in their network of likes and dislikes.
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A B

C

+

+ +

(b) Not balanced

A B

C

_

+ +

(c) Balanced

A B

C

+

_ _

(d) Not balanced

A B

C

_

_ _

Figueiredo et al. (UAPV&UFF) JGSS 3 / 29



Structural Balance

[Cartwright and Harary, 1956]:

The group can be partitioned into two mutually antagonistic subgroups
each having internal solidarity.

(a) Balanced signed graph: 
     S = {A,B,F} and S' = {C,D,E}
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Structural Balance
[Davis, 1967]:

Balanced social group = Clusterable signed graph.
Two or more mutually antagonistic subgroups each having internal
solidarity.

(a) Clusterable signed graph: 
     S1 = {A,B}, S2 = {C,D,E} e S3 = {F}

(b) Not clusterable
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Structural Balance

Applications:
Social networks: [Doreian and Mrvar, 1996], [Leskovec et al., 2010],
[Facchetti et al., 2011], [Srinivasan, 2011]...
Efficient document classification: [Bansal et al., 2002],
[Zhang et al., 2008].
Financial networks: [Harary et al., 2003], [Huffner et al., 2010].
Biological networks: [DasGupta et al., 2007], [Huffner et al., 2010].

Most of the signed networks are not balanced!

How to evaluate balance/imbalance in a signed network?
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How to evaluate balance/imbalance in a signed network?

Solving a NP-hard combinatorial optimization problem:
Computing the line index of balance
[Facchetti et al., 2011].

Maximum balanced subgraph problem
[Figueiredo and Frota, 2012].

Correlation Clustering (CC) problem
[Doreian and Mrvar, 1996].

Relaxed Correlation Clustering problem
[Doreian and Mrvar, 2009, Figueiredo and Moura, 2013].
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Signed Graph

G � (V ,E , s):
(V ,E) is an undirected graph,
s : E → {+,−} is a function that assigns a sign to each edge in E.

E−: set of negative edges.
E+: set of positive edges.

we: nonnegative edge weight associated with each e ∈ E.
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Correlation Clustering Problem

Partition P � {S1 ,S2 , . . . ,Sl } of V
Ω+(Si ,Sj ) �

∑
e∈E+∩E[Si :Sj ]

we

Ω−(Si ,Sj ) �
∑

e∈E−∩E[Si :Sj ]
we

Imbalance

I(P) �
∑
1≤i≤l

Ω−(Si ,Si ) +
∑

1≤i<j≤l
Ω+(Si ,Sj ).
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we � 1, ∀e ∈ E. I(P) � 1 + 5 � 6.
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Correlation Clustering Problem

Definition

Consider a signed graph G � (V ,E , s) with a nonnegative weight
associated with each e ∈ E. The correlation-clustering problem is the
problem of finding a partition P of V such that the imbalance I(P) is
minimized.
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Relaxed Structural Balance

[Doreian and Mrvar, 2009]:
revisited the definition of imbalance,
includes mediation between mutually hostile partitions,
includes internal subgroup hostility.

we � 1, ∀e ∈ E.
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I(P) � 1 + 3 � 4 RI(P) � 1 + 1 � 2
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Relaxed Correlation Clustering Problem

Definition

Consider a signed graph G � (V ,E , s) with a nonnegative weight
associated with each e ∈ E. The relaxed correlation-clustering problem is
the problem of finding a partition P of V such that the imbalance RI(P) is
minimized.
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Correlation-Clustering Problem - ILP formulation

xij �
{

0 if vertex i and j are in a common set,
1 otherwise.

minimize
∑

(i ,j)∈E−
wij (1 − xij ) +

∑
(i ,j)∈E+

wijxij

subject to xip + xpj ≥ xij , ∀ i , p, j ∈ V , (1)
xij � xji , ∀ i , j ∈ V , (2)
xij ∈ {0, 1}, ∀ i , j ∈ V . (3)

Disadvantage: for larger instances (n > 200), the number of
restrictions in the formulation grows and the solver is unable to find an
optimal solution within the time limit.
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CC Problem - Heuristics

Heuristics applied to the CC problem:

[Elsner and Schudy, 2009]: VOTE-BOEM (Constructive)
[Doreian and Mrvar, 1996, Batagelj and Mrvar, 2014]: Constructive +
Local Search
[Zhang et al., 2008]: Genetic algorithm
[Drummond et al., 2013]: GRASP
[Levorato et al., 2015]: Iterated Local Search.

Metaheuristics:
Higher-level procedure designed to find, generate or select a
lower-level heuristic (partial search algorithm) to solve an optimization
problem.
Iteratively try to improve a candidate solution with regard to a given
measure of quality.
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Iterated Local Search

Developed by [Lourenço et al., 2003], is comprised of 4 modules:

1 Constructive phase;

2 Local search;

3 Perturbation;

4 Acceptance criterion.
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Experimental results: test instances

22 small-sized instances, frequently used in the literature of structural
balance [Brusco, 2003, Doreian and Mrvar, 2009].

random instances with n ∈ {100, 200, 300, 400, 600}, varying network
density d and negative graph density d− � |E− |/|E |.

63 medium-sized social networks based on United Nations General
Assembly (UNGA) annual voting records [Macon et al., 2012]:

Between 1946 and 2008;
≈ 190 vertices.

10 larger signed networks (with n from 200 to 10000 vertices)
extracted from the Slashdot1 website.

1http://www.slashdot.com - from February 21 2009 with 82,144 vertices and 549,202
edges.
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Experimental results - ILP×Heuristics

Random Instances with |V | � 100:

Instance ILP GRASP ILS
|E | d d− BestSol Time AvgI(P) Gap%I(P) AvgTime AvgI(P) Gap%I(P) AvgTime
990 0.1 0.2 198 71.49 198 0.0% 17.98 198 0.0% 1.0

0.5 292 1339.70 238 -18.49% 130.89 236.4 -19.04% 1.6
0.8 50 308.74 73.2 46.40% 384.91 62.8 25.60% 2.8

1980 0.2 0.2 396 82.50 396 0.00% 16.12 396 0.00% 0.9
0.5 780 933.03 586.8 -24.77% 249.92 589.6 -24.41% 1.9
0.8 272 709.02 225.2 -17.21% 1044.48 216.4 -20.44% 5.5

4950 0.5 0.2 990 60.42 990 0.00% 18.06 990 0.00% 0.8
0.5 2234 1267.70 1845.6 -17.39% 424.53 1851.2 -17.14% 3.0
0.8 858 641.85 750 -12.59% 2973.79 741.6 -13.57% 9.8

7920 0.8 0.2 1584 33.16 1584 0.00% 19.78 1584 0.00% 1.0
0.5 3624 1542.02 3134.4 -13.51% 591.94 3148.8 -13.11% 3.7
0.8 1476 689.52 1324 -10.30% 3601.58 1311.6 -11.14% 12.7
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Experimental results: Slashdot test instances

Slashdot GRASP ILS Gap
n BestSol AvgTime BestSol AvgTime % BestSol AvgTime

200 45,0 1.39 45,0 2.05 0.00% 0.67
300 54,0 1.91 54,0 2.58 0.00% 0.67
400 57,0 2.63 57,2 3.77 0.35% 1.14
600 109,0 4.86 109,2 3.99 0.18% -0.87
800 240,0 13.21 240,0 7.51 0.00% -5.71
1000 600,0 23.69 600,0 12.91 0.00% -10.79
2000 2186,0 232.48 2187,2 47.80 0.05% -184.68
4000 6202,6 1415.45 6213,0 371.06 0.17% -1044.39
8000 16082,6 7030.32 16073,2 1699.38 -0.06% -5330.93
10000 20594,6 7200.49 20594,8 2782.59 0.00% -4417.90
Avg - 1592.64 - 493.36 0.07% -1099.28

Number of vertices: n;
BestSol: value of the best solution found within time limit;
AvgTime: average time spent on 5 independent executions of each heuristic;
Gap: difference between solution value or time, between ILS and GRASP.

Figueiredo et al. (UAPV&UFF) JGSS 18 / 29



Experimental results - CC×RCC

UNGA instances :
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Figure 3: CC and SRCC imbalance measures of UNGA instances listed in Section 4.2-(ii). In this graph,
we only list the years when the CC and SRCC imbalance values differ. For a full report of these results, see
the complementary material in http://www.ic.uff.br/̃ yuri/files/CCcomp.zip.

5.1. United Nations General Assembly (UNGA) Voting Data

As noted in the introduction, some authors have applied different signed graph clustering
methods to networks of international alliances and disputes. [6] analyzed international
relations taken from the Correlates of War [63] data set, while [7] showed how three different
network representations could be used to identify voting groups in UNGA annual sessions.

Likewise, our work is based on the voting on resolutions in the United Nations General
Assembly (UNGA), separated by year. Having applied the sequential ILS algorithm using
the UNGA instances listed in Section 4.2-(ii) as input, we give a taste of social network anal-
ysis that can be done with the obtained CC and SRCC results. 13 We interpret the results
obtained on graphs associated with UNGA votes, i.e. groups of countries that minimize
imbalance, together with some historical facts.

5.1.1. UNGA CC results

According to our results, in 1946 (first UNGA voting session), the obtained CC solution
has Poland, Czechoslovakia, Yugoslavia, Russia, Ukraine and Belarus together in the same
group, reflecting the Soviet Union power in Eastern Europe. At the same time, USA and
Cuba appeared together in another group, and this behavior persisted until 1953, the year
of the Cuban Revolution [64]. Later, in 1962, when the Cuban missile crisis took place
[65], bipolarity was evident during the Cold War. Our CC results indicate two clusters: (i)
USA, with most Latin American countries, Western Europe, Japan, Taiwan, India, Australia
and other Pacific Countries; and (ii) Russia, with Cuba, Poland, Hungary, Czechoslovakia,
Albania, Yugoslavia, Bulgaria, Ukraine and many African countries. By 1963, Cuba had
moved towards a full-fledged Communist system modeled on the USSR.

Other interesting results are related to Apartheid in South Africa, as the country appears
isolated in the CC clustering solution for the 1974 voting session. In that year a motion
was passed to expel South Africa from the UN, but this was vetoed by France, the United
Kingdom and the United States, all key trade associates of South Africa [66, 67, 68]. The
results obtained for the graph associated to 1974 also show an approximation of the USSR
(Russia) and Arab states (Libya, Sudan, Iran, Iraq, Egypt, Syria, Lebanon, Jordan, Saudi

13For a full report of these results, including the groups of countries in each solution, separated by year,
see the complementary material in http://www.ic.uff.br/ yuri/files/CCcomp.zip.

24
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Experimental results - CC on UNGA instances

1946-1953: USA and Cuba in the same group.
1954 and beyond: Cuban revolution, countries in opposite clusters.

1962: Cuban missil crisis - bipolarity evident during the Cold War
Cluster A Cluster B
USA, most Latin American coun-
tries, Western Europe, Japan, Tai-
wan, India, Australia and other Pa-
cific Countries

Russia, Cuba, Poland, Hungary,
Czechoslovakia, Albania, Yu-
goslavia, Bulgaria, Ukraine and
many African countries

1974: Apartheid - South Africa appears isolated.

2006-2008: Gaza conflict - Israel and USA appear together, isolated
inside a group, with the rest of the world in another group.
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Experimental results - RCC on UNGA instances

1987: First Intifada started
Cluster A Cluster B Cluster C
Canada, Ireland,
Netherlands, Belgium,
Luxembourg, France,
Spain, Portugal, Ger-
man Federal Republic,
Italy, Norway, Den-
mark, Iceland, Japan,
Australia and New
Zealand

USA, Dominica, the
UK and Israel

another one with 138
countries

+ internal: 100%
- external: 94%
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Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?

Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only
Study the community-wise location of negative links
→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only
Study the community-wise location of negative links
→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only

Study the community-wise location of negative links
→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

◦ Community detection on positive links only

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only

Study the community-wise location of negative links
→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

◦ Community detection on positive links only

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only
Study the community-wise location of negative links

→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

◦ Community detection on positive links only
◦ Study the community-wise location of negative links
◦ → Most are between communities or non-significant

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only
Study the community-wise location of negative links
→ Most are between communities or non-significant

RELEVANCE OF NEGATIVE LINKS

� Negative links are costly→ relevance for graph partitioning?
� Work by Esmailian et al. [EAJ14]

◦ Community detection on positive links only
◦ Study the community-wise location of negative links
◦ → Most are between communities or non-significant

1 2

3
4

5
6

7

8
9

10 11

12

+

+

+

−
−

+

+

−
− −

+

+ +

+

+
+

−
+ −

+

+ +

6

Figueiredo et al. (UAPV&UFF) JGSS 22 / 29



Relevance of Negative Links

Negative links are costly→ relevance for graph partitioning?
Work by Esmailian et al. [Esmailian et al., 2014]

Community detection on positive links only
Study the community-wise location of negative links
→ Most are between communities or non-significant

Limitations:
Only 2 datasets, both social networking services (Epinions and
Slashdot)
Imbalance assessed only locally

Proposed method:
Community detection by solving the correlation clustering problem
Consider a different dataset, modeling a different type of relationships
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Data Extraction

Raw data:
Nature: Voting activity at the European Parliament
Source: VoteWatch Europe
Period: 7th term (June 2009–June 2014)
Size: 840 MEPs, 1426 documents, 21 topics

Voting Agreement Index:
Compares two MEPs
Ranges from −1 to +1
Document-wise agreement averaged over all documents

Agreement: +1 (For vs. For, Against vs. Against)
Disagreement: −1 (For vs. Against)
Undetermined: 0 (Abstain/Absent vs. ∗)

Networks:
Nodes: Members of the European Parliament (MEPs)
Weighted: voting agreement index values
Total: 264 (time × topics)
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Partitioning Algorithms

Correlation clustering (G)
Parallel Iterated Local Search

Community detection (G+ and G−)
InfoMap [Rosvall and Bergstrom, 2008]
EdgeBetweenness [Newman and Girvan, 2004]
WalkTrap [Pons and Latapy, 2005]
FastGreedy [Clauset et al., 2004]
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PARTITIONING ALGORITHMS

� Correlation clustering (G)
◦ Parallel Iterated Local Search (pILS) [LDFF15]

M. Levorato, L. Drummond, Y. Frota, and R. Figueiredo.
In ACM Symposium on Applied Comp. pp 1117–1122, 2015.

� Community detection (G+ and G−)
◦ InfoMap [RB08]
◦ EdgeBetweenness [NG04]
◦ WalkTrap [PL05]
◦ FastGreedy [CNM04]
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Extracted Networks

Same observations for all
topics/durations
Positive side: bimodal
distribution

Left peak: certain MEPs are
frequently absent
Right peak: most MEPs often
vote similarly

Negative side: less extreme
values

Clear majority, in average

Agreement distribution for all years and topics
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Partition Comparison
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Partition comparison: near-zero NMI
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Conclusion

Considering negative links on our dataset leads to:
Lower imbalance (at least 3 times better)
Only InfoMap outputs CC-like results (imbalance)
Different partitions (fewer clusters)

Contradiction with Esmailian et al.’s conclusions

Perspectives:
Consider more data, different types of networks (collection)
Exhaustive exploration of vote-based extraction methods
Political interpretation of the VoteWatch results
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Thank you for your attention!
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Experimental results: implementation details

GRASP and ILS heuristics:
- Implemented in ANSI C++.
- Heuristic outcomes represent the average of 5 independent runs.

Mathematical formulation:
- Xpress Mosel 3.2.0.

All experiments were performed on:
- Cluster with 42 nodes, each one with two Intel Xeon
QuadCore 2.66GHz processors and 16Gb of RAM under Linux (Red

Hat 5.3).
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